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• Challenge in Conversational Recommender Systems (CRS)
Ø CRS need to handle complex, knowledge-intensive user queries
Ø Existing methods rely on external knowledge bases or LLMs, 

which can be resource-intensive and have practical limitations

• Neighborhood-Based Collaborative Filtering (NBCRS)
Ø We leverage existing dialogue data to recommend items based 

on similar past queries without external knowledge bases or large 
models

• Key Ideas
Ø Retrieve similar dialogue contexts from training data
Ø Recommend items frequently associated with these contexts
Ø (Optional) Train a scoring model 𝑝(𝑖𝑡𝑒𝑚|𝑞𝑢𝑒𝑟𝑦) to incorporate the 

scores further

(2) Proposed Method: NBCRS  

• Datasets

• Overall Performance (see the paper for full-table)

• Further Analysis
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(1) Introduction

Training 
Contexts

Mentioned 
Items

Nearest 
Neighbor 
Retrieval

Softmax over 
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The Shining  0.04
Annabel        0.02
It Follows      0.01

Normalized 
Item Counts

The Shining 0.2
It Follows     0.1

(Optional) Weighted Interpolation

The Shining    γ*0.23 + (1-γ)*0.04
It Follows        γ*0.18 + (1-γ)*0.02
Annabel          γ*0.10 + (1-γ)*0.01
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• Contributions
Ø Introduced a simple yet effective method for CRS: NBCRS
Ø Demonstrated that NBCRS can match or exceed the performance of 

larger, resource-intensive methods

• When to Use NBCRS?

(4) Conclusion  (3) Experiments

https://github.com/zhouhanxie/neighborhood-based-CF-for-CRS

https://github.com/zhouhanxie/neighborhood-based-CF-for-CRS

