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ABSTRACT
Conversational recommender systems (CRS) should understand
users’ expressed interests, which are frequently semantically rich
and knowledge-intensive. Prior works attempt to address this chal-
lenge by using external knowledge bases or parametric knowledge
in large language models (LLMs). In this paper, we study a com-
plementary solution, exploiting item knowledge in the training
data. We hypothesize that many inference-time user requests can
be answered by reusing popular crowd-written answers associated
with similar training queries. Following this intuition, we define a
class of neighborhood-based CRS that makes recommendations by
identifying items commonly associated with similar training dia-
logue contexts. Experiments on Inspired, Redial, and Reddit-Movie
benchmarks show our method outperforms state-of-the-art LLMs
with 2 billion parameters, and offers on-par performance to 7 billion
parameter models while using over 170 times less GPU memory.
We also show neighborhood and model-based predictions can be
combined to achieve further performance improvements1.
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1 INTRODUCTION
Conversational Recommender Systems (CRS) can interact with
users, understand user preferences expressed in natural language,
and perform item recommendation [11, 36]. A core requirement of
a CRS is to handle semantically rich queries (e.g., “movies that
featured luxurious ship travel in the early 1900s"),
as well as questions that are related to factual information about
movies (e.g., “the most hilarious Steven Seagel movie"). To
handle free-from natural language inputs, recent works in CRS
typically train models that map dialogue contexts into dense rep-
resentations and predict the compatibility of items based on such
dialogue representations [1, 11, 20, 35].

However, a challenge for this class of methods is handling de-
tailed features about items. In particular, fine-grained knowledge
about entities is often long-tailed [15]. For example, there is no guar-
antee that characteristics of a movie such as “featuring early
1900s luxurious ship travel" will appear frequently enough
in the training dataset for a machine learning model to connect
such characteristics to associated items. To address such a chal-
lenge, prior work augments CRS with external knowledge such as
knowledge graphs [1, 35] and item reviews [22] or adopts large
language models (LLMs) and exploit their knowledge from pre-
training [11]. However, auxiliary knowledge about products is not
always available, and knowledge in LLM pre-training does not
necessarily transfer to out-of-distribution domains. In this way,
building generic CRS algorithms without knowledge bases or pre-
trained knowledge in LLMs remains an open problem.

In this work, we explore a complementary solution, exploit-
ing crowd knowledge in the CRS training data. We start from a
simple intuition that other users have already addressed many
inference-time user requests in these existing dialogues. Follow-
ing such an intuition, we propose a class of neighborhood-based
CRS (NBCRS) that combines the idea of retrieval augmented gen-
eration (RAG) [8, 16, 19] and neighborhood-based recommender
systems [5]. Inspired by the success of nearest neighbor language
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models [16] that ensembles a retrieval component and a language
model, our method builds a data store by embedding training di-
alogue contexts into sentence representations and tracking their
associated items. Given a dialogue context, NBCRS makes predic-
tions by retrieving a neighborhood of similar training data and
recommends consensus items in the neighborhood commonly men-
tioned by the crowd.

By relying on retrieval instead of a model’s parameters for mem-
orizing information in training data, our method sidesteps the
challenge of representing item properties in model parameters.
Prior works show such a paradigm is an effective technique for
knowledge-intensive NLP tasks [8, 19]. Unlike RAG, where the
retrieved knowledge typically describes definitive facts (e.g., “the
capital of France is Paris"), our method aggregates the crowd’s wis-
dom by recommending items most commonly agreed upon given
a neighborhood of queries. This formulation allows our method
to handle ambiguous questions such as “the most hilarious
movie," where various candidate items are factually correct an-
swers.

Experiments on Redial [20], Inspired [36], and Reddit-Movie
(Reddit) [11] benchmarks show that despite its simplicity, our
method outperforms various baseline methods, including state-
of-the-art LLMs with 2 billion parameters, and offers on-par perfor-
mance compared to larger models with 7 billion parameters while
consuming over 170 times less GPU memory. We then discuss op-
portunities for combining neighborhood and model-based CRS,
and show training the retriever model as part of a model-based
CRS is an effective method for improving neighborhood-retrieval
quality. Meanwhile, the model-based predictor component for train-
ing the retriever can be used as an item reranker to enhance the
neighborhood-based model. Finally, we show that neighborhood-
based prediction can be applied to LLMs to improve their recommen-
dation performance, especially on small datasets such as Inspired
and smaller models such as Gemma-2B [28]. Our results highlight
the promise of modeling long-tailed crowd-generated signals in
training data for CRS.

2 NEIGHBORHOOD-BASED CRS
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Training Data

Dialogue 
Context 

(Encoded)

Neighbor.

Model.

Figure 1: Overview of NBCRS. There are two components: a
core Neighrborhood-based component (NB) that can be used
as-is, and an optional Model-based component (MB) for fine-
tuning purposes. The output from the two components can
also be combined for improved performance.

We start by introducing the neighborhood-based CRS framework.
As shown in Figure 1, NBCRS has two main components: a
neighborhood-based component and an optional model-based rec-
ommender component. The neighborhood-based component re-
trieves a set of training contexts similar to the test-time context
and recommends frequently mentioned items within each neigh-
borhood. These item counts are then used to rank items as-is or
normalized into a probability distribution. Conversely, the model-
based component directly learns to score item compatibility based
on the dialogue context. The results from the model-based and
neighborhood-based components can be mixed together in dif-
ferent ways. For instance, in Figure 1, the raw scores from both
components are normalized into two probability distributions and
interpolated with a weighted factor 𝛾 into a final probability distri-
bution. We chose this ensembling formulation in this work to study
the relative importance of two components (Section 4). However,
our framework is flexible and can accommodate other ensembling
techniques.

Recommendation via Neighborhood Retrieval. Given a training
dataset D that consists of (q, ṽ) pairs of dialogue context q and
associated items ṽ, 𝑓retrieve requires a feature extraction function
Φ that maps each dialogue context into a vector representation.
At inference time, the similarity of a training context and the test
context can then be calculated via vector similarity function sim(·, ·).
In this way, we can retrieve a neighborhood N of 𝑘 most relevant
training contexts and their associated items at inference time, and
calculate the probability of items via normalized item counts in the
neighborhood. Concretely, given a test context q, the score of an
item v given by the neighborhood-based component is calculated
as:

scoreneighbor (v|q) =
∑︁

(q𝑖 ,ṽ𝑖 ) ∈N
wi (ṽ𝑖 = v) . (1)

We could then rank candidate items by their score. Additionally,
when obtaining the probability distribution over items is useful,
these scores can be turned into item probabilities pneighbor using a
softmax function or naive normalization. This formulation is similar
to classical neighborhood-based recommender systems [5] and can
flexibly incorporate various feature extraction functions, vector
similarity functions, and normalization techniques.

The (Optional) Model-based Component. The neighborhood com-
ponent can be used as-is using feature extraction functions that
do not require training, such as pre-trained sentence embedding
models and bag-of-word representations. We empirically show that
using an off-the-shelf dense retriever as Φ already makes the neigh-
borhood component perform competently (Section 4). However,
it is unclear how to improve the retrieval quality, which are com-
monly addressed by fine-tuning the retriever in other information
retrieval tasks. Inspired by recent work showing sentence represen-
tation can be improved simply via training language models that
make prediction based on such representation (i.e., nearest neigh-
bor language models) [16], we introduce a model-based component
that encourages the dialogue context representation produced by a
parametric retriever to be predictive of its associated items. In this
way, dialogue contexts more likely to relate to similar items will be
pulled closer in the representation space of Φ.
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Concretely, when the feature extraction component Φ is a para-
metric encoder such as a sentence embedding model, we can intro-
duce a parametric function g that maps a query and an item to its
compatibility score:

scoremodel (v|q) = 𝑔(𝜙 (q), v). (2)
The model can then be optimized so that compatible items will

be assigned higher scores during training. For example, in this work,
we maintain a learnable embedding for each item and implement
the scoring function g(v|q) as the dot product between a linear
projection of the encoder output and the item embedding, following
common practice in recommender systems [10]. Given an input
dialogue context, the probability distribution over all items is then:

pmodel (v|q) =
exp(scoremodel (v|q))∑
𝑗 exp(scoremodel (vj |q))

. (3)

We can thus optimize the neighborhood component using cross-
entropy loss. This formulation allows different items to directly
compete for probability, which has been shown to be effective in
recommendation tasks [21]. However, we note that this is only one
instance of the model-based component and our framework can
flexibly include any method that learns to predict associated items
given the query representation from the encoder Φ.

Combining Two Components for Inference. The main utility of
the model-based component is to improve the quality of the fea-
ture extraction module Φ. However, the output from these two
components can be combined to achieve further performance im-
provements. For example, let pneighbor be the softmax-normalized
scoreneighbor over items given a query; we can obtain interpolated
item probability from the two components as:

p(v|q) = 𝛾pneighbor (v|q) + (1 − 𝛾)pmodel (v|q). (4)
This variant of NBCRS is related to nearest neighbor language

models [16], which interpolates the probability of a neighborhood-
based component and a language model. However, the core of
NBCRS is the neighborhood-based component that exploits crowd-
generated behavioral signal in the training data, via aggregating
common answers for neighborhoods of dialogue contexts, rather
than to generate text.

Dataset Total Movies N. Train Samples N. Test Samples

Inspired 1506 731 211
Redial 6476 8929 4288
Reddit 29705 39928 19438

Table 1: Statistics of the Datasets

3 EXPERIMENTS
We experiment with NBCRS with various settings: (1) Zero-Shot
that uses a pre-trained retriever for neighborhood-based prediction,
(2) NB that uses the fine-tuned version of the same retriever (via
MB) for neighborhood-based prediction, (3) MB that uses the model-
based component for prediction (for reference), and (4) N+M that
uses the model-based component only for reranking closely ranked

items from NB. Note that this setting is equivalent to setting 𝛾 to be
very close to 1 (1 − 10−10 in practice) in Equation (4). We further
discuss the effect of different weights of 𝛾 in Section 4.

Datasets and Evaluation. We conduct our experiments on Re-
dial [20], Inspired [9], and Reddit-Movie (Reddit) [11] datasets.
Dataset statistics are shown in Table 1.We use the same test splits as
recent work [11], held out 20% of the training set for validation, and
evaluate models’ performance by Recall@k where 𝑘 ∈ {1, 5, 20}.

Baselines. We compare NBCRS with open-source LLMs of var-
ious sizes, namely Gemma[28]-2B and Vicuna [2]-7B, as recent
works show these LLMs are the state-of-the-art CRS on datasets
studied in this work [11]. In our initial exploration, we find Vicuna-
7B has better performance than Gemma-7B on Reddit and choose
Vicuna as our 7B baseline. We also compare our model with a repre-
sentative collaborative filtering model (FISM [14]) and popularity-
based recommendation (PopRec). Finally, while the primary focus of
this work is to develop CRSmodels that does not assume availability
of knowledge-bases, we additionally include two recent knowledge-
base-grounded CRS models (KGSF [35] and UniCRS [31]) to better
understand to what extent models relying purely on collaborative
signals in training data can match the performance of models en-
hanced by structured knowledge bases..

Implementation Details. We use PyTorch [26] for all of our im-
plementations. For NBCRS, we use cosine similarity for retrieval,
and set the weight of each observed item occurrence in the neigh-
borhood𝑤𝑖 = 1. For sentence encoder 𝜙 we use a BERT-based [29]
pre-trained sentence encoder2 by default. We tune the number of
neighbors for NBCRS between {1, 5, 30, 60, 90, 120, 150} using the
validation sets. For the item embedding for the MB component, we
tune the dimension between {8, 16, 32} latent factors on Reddit and
use 16 factors across experiments. Finally, we follow [11] for imple-
menting LLM-based methods, instructing the models to generate
lists of items based on dialogue context, and tune the LLMs using
low-rank adaption [13] using the same input and output format
as in [11]. We run all GPU-requiring experiments on Nvidia RTX
A6000s with 48GB memory.

4 RESULTS AND ANALYSIS
General Performance. Our main results are shown in Table 2.

Notably, the Zero-Shot variant of NBCRS already outperforms
zero-shot or fine-tuned Gemma-2B while achieving comparable
performance to vicuna-7B. Further, retrieving training samples
using a fine-tuned retriever (NB) outperforms Zero-Shot, showing
that MB is effective at improving retrieval quality. Such improvement
persists even when the dataset is too small for MB to converge: for
example, the model-based component has low performance on
Inspired, but it still improves the performance of NB. Meanwhile,
using the model-based component for reranking items (N+M) with
similar scores from NB consistently improves performance. Finally,
we note that NBCRS is parameter efficient compared to LLMs, and
show parameter-counts (including the data store) w.r.t. performance
on Reddit for various models in Figure 2d. To this end, NBCRS has
a much smaller memory footprint than LLMs, resulting in over 170

2https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
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Model Setting Inspired Reddit Redial
Recall@1 Recall@5 Recall@20 Recall@1 Recall@5 Recall@20 Recall@1 Recall@5 Recall@20

KGSF Sft+KG 1.73 0.71 3.99 1.19 9.17 0.39 0.32 0.00 2.75 1.78 8.90 0.49 2.35 0.03 7.64 0.00 17.05 0.01
UniCRS Sft+KG 2.04 0.32 8.03 0.94 18.59 0.12 0.97 0.13 3.44 0.23 9.79 0.50 4.09 0.08 12.80 0.07 27.12 0.28

Popularity - 0.0 0.00 6.6 1.71 11.3 2.19 0.18 0.03 0.60 0.05 2.21 0.10 0.0 0.00 1.35 0.17 6.01 0.36
FISM Sft 1.89 0.10 6.37 0.40 13.45 0.49 1.93 0.07 3.65 0.24 6.51 0.48 0.85 0.09 3.40 0.52 8.24 0.46

Gemma-2B Zero-Shot 1.42 0.82 2.84 1.15 4.74 1.47 0.44 0.05 1.77 0.09 2.89 0.12 1.19 0.16 3.66 0.29 5.78 0.36
Sft 0.0 0.00 0.95 0.67 2.37 1.05 0.54 0.05 2.13 0.10 3.49 0.13 1.63 0.19 4.13 0.30 5.11 0.33

Vicuna-7B Zero-Shot 3.32 1.24 8.53 1.93 11.37 2.20 1.13 0.07 3.89 0.14 6.06 0.17 3.10 0.26 9.09 0.44 13.67 0.52
Sft 3.79 1.31 8.06 1.88 10.43 2.11 1.21 0.08 4.39 0.15 7.18 0.18 3.29 0.27 9.14 0.44 13.67 0.52

NBCRS

Zero-Shot 0.47 0.47 4.73 1.46 14.69 2.44 1.28 0.08 5.56 0.16 14.08 0.24 1.46 0.18 6.64 0.38 16.34 0.56
NB 1.42 1.04 6.63 1.77 16.11 2.23 1.24 0.07 5.94 0.16 15.52 0.25 1.23 0.16 6.20 0.37 16.58 0.54
MB 0.0 0.00 0.0 0.00 1.42 0.81 1.14 0.07 5.17 0.15 13.62 0.24 1.25 0.17 5.13 0.33 14.80 0.54
N+M 1.42 0.11 6.63 0.17 15.16 0.21 1.26 0.08 5.95 0.16 15.58 0.26 1.46 0.16 6.25 0.36 16.86 0.57

Table 2: Performance of models across datasets with standard errors. The reported numbers are percentages. Best performance
excluding and including knowledge-graph-enhanced models are bolded and underlined, respectively.

Dataset Gemma-2B Vicuna-7B
R@1 R@5 R@20 R@1 R@5 R@20

Inspired 3.79 166% 10.90 283% 14.22 200% 3.32 -12% 9.95 16.6% 13.74 20.8%
Reddit 1.40 159% 5.41 153% 13.33 281% 1.39 14% 4.74 8% 12.18 69%
Redial 2.56 57% 9.21 123% 16.98 193% 2.91 -11% 8.29 -9% 16.65 21%

Table 3: Performance and percent improvement from us-
ing LLM’s internal representation NB compared to generat-
ing recommended items from zero-shot or fine-tuned LLM,
whichever is better.

times less GPU usage. Meanwhile, compared to Vicuna-7B with
a batch size of 1, our method requires 0.06 seconds per sample,
offering over 100 times inference speed-up.

Neighborhood-based Signals from MB v.s. Content-based CRS with
LLMs. We conduct an ablation experiment where we take the last
hidden state representation from zero-shot LLMs for retrieval using
the NB framework and report its performance compared to directly
generating recommendations using the LLMs. As shown in Ta-
ble 3, NB with LLMs outperforms directly generating items. This
is because NB is a form of collaborative filtering that aggregates
crowd-answers, whereas LLMs focus on content-based recommen-
dation [11, 24]. This observation highlights the importance of be-
havioral signals in CRS. The results also show NBCRS is not at odds
with LLMs and can be applied to LLMs for improved performance.

Neighborhood-based v.s. Knowledge-base-enhanced Models. Com-
pared to UniCRS and KGSF, NBCRS has stronger performance
on the Reddit-Movie benchmark, while UniCRS and KGSF have
stronger performance on Inspired and Redial. We hypothesize that
such a difference in performance across datasets is because these
benchmarks differ in their characteristics. In particular, Inspired and
Redial are collected by asking crowd-workers to converse based on
a fixed set of items and thus contain clean linkage of items to KGs,
while the Reddit-Movie benchmark is constructed via collecting
larger-scale, naturally occurring conversations online and thus con-
tains semantically richer user requests [11]. To this end, our results

show NBCRS is a complementary solution to existing methods for
handling complex and noisy user queries at scale, while knowledge-
enhanced CRS models have better performance when structured
knowledge of items is available, and entities in conversation data
can be cleanly linked to the associated knowledge base.

How Does Neighborhood Size Affect Performance? We report the
effect of the number of neighbors on performance for NB in Figure 2a.
As shown, the optimal values of 𝑘 are dataset-dependent. However,
the optimal 𝑘 on the Reddit-Movie dataset is the smallest, likely
because Reddit contains more complex queries [11], and thus, a
smaller number of neighbors allows for more accurate answers.
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14.0%
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ca
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20
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Figure 2: Analysis and ablations
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How Does Datastore Size Affect Performance? We report the per-
formance of fine-tuned neighborhood-based model using 30 neigh-
bors w.r.t. datastore size in Figure 2b. As shown in the figure, the
neighborhood-based component benefits from larger data stores
and the trend for improvement continues beyond using all available
training data.

On the Importance of Neighborhood-based and Model Based
Components. Since our proposed framework can combine both
neighborhood-based and model-based components, a natural ques-
tion is which component is more important. To this end, we report
the performance of N+Mmodels with𝛾 ∈ {0.2∗𝑡 |𝑡 = 0, 1, ..., 5}∪0.99
(dots in the figure) in Figure 2c, where larger 𝛾 places more weights
on NB. We additionally report the performance of the default N+M
model that assigns a small weight 𝛾 = 1− 10−10 to MB. Interestingly,
assigning a minuscule weight to 𝛾 achieves the best performance.
The results also show that MB can indeed learn to predict connec-
tions that cannot be captured via retrieval, yet the accuracy of such
prediction yields limited benefit compared to NB.

5 RELATEDWORK
Conversational Recommendation. CRS can understand user inter-

ests and provide relevant recommendations [1, 3, 11, 12, 17, 18, 20,
31, 33]. To enhance the item knowledge of CRS, prior works typi-
cally incorporate external resources, such as symbolic knowledge
bases [1, 35], reviews [23], or parametric knowledge in LLMs [11].
In contrast, our work exploits behavioral signals in the training
dataset via retrieving dialogue histories and aggregating common
associated items, which exploits crowd-wisdom and dooes not make
any assumption on the availability of item knowledge graphs or
item information in LLMs’ parametric knowledge. Such a paradigm
is complementary to content-based signals from auxiliary item
knowledges in prior works.

Neighborhood Based Recommender System. Neighborhood-based
methods are classical methods in recommender systems [4, 5, 25,
27, 30] that make predictions based on existing user interactions
stored in the system. Recent studies [7] show that neighborhood-
based methods still compete with neural network models, but their
effectiveness in CRS has yet to be studied. To this end, our work
demonstrates the effectiveness of neighborhood-based signals in
conversational recommendation.

Retrieval Augmented Methods in NLP. Another related line of
work to NBCRS is retrieval augmented methods that are known
to improve model performance in various NLP tasks [8, 16, 19].
While recent proposals argue retrieval-augmentation is a promising
direction in CRS [6], the effectiveness of these frameworks has
not been studied, which this work addresses. Further, retrieval-
augmented methods focus on content-based signals via retrieving
answers, while our frameworks incorporate collaborative filtering
(i.e., crowd-generated) signals by aggregating common answers
from the crowd written for similar questions.

6 CONCLUSION
In this paper, we study the validity of a simple hypothesis: given
a sufficiently large training dataset in conversational recommen-
dation, many user requests can be addressed by reusing answers

from similar previous requests. Following this insight, we show
the empirical effectiveness of a neighborhood-enhanced conversa-
tional recommendation model, NBCRS. Despite being conceptually
straightforward and compute-efficient, our method frequently out-
performs previous state-of-the-art LLM-based CRS. Our results
highlight the importance of modeling behavioral signals in the
training data in addition to content-based signals from external
item knowledge in conversational recommendation.
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