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• Conversational Recommender Systems (CRS) deliver 
personalized items through interactive, multi-turn dialogue

• Real user requests frequently include visual requirements (e.g., “I 
need a backpack with red straps”), which text-only CRS cannot 
resolve reliably.

• We define Visually-Aware Conversational Recommendation 
(VACR): given the dialogue history and a catalog of candidate 
items, each with a title and images, select the single item that best 
satisfies the user’s current request.

• Adapting a large vision-language model to VACR 
surfaces two practical hurdles:

Ø Data scarcity for visual dialogues - Natural 
conversations that explicitly reference item images 
are still rare

Ø Context-length pressure - With a large VLM, each 
image expands to thousands of tokens; evaluating 
many candidate items in one shot can overflow the 
predefined token window (e.g., 4k for LLaVA v1.6)

Key Challenges

• Datasets (Reddit-Amazon)

• Evaluation
Ø Hit ratio (HR@1) for accuracy
Ø Validation (VR) to detect hallucinations

• Comparison w/ open-source methods • Comparison w/ proprietary methods

• Ablation study

2 Toyota Research

Introduction

• LaViC - first unified pipeline that adapts a 
Large Vision-Language Model to 
conversational recommendation

• Token-efficient visual distillation breaks 
the context-length barrier

• We release Reddit-Amazon visually-aware 
CRS benchmark to the community

• Achieves state-of-the-art accuracy with 
commodity-scale (7B) parameters

Contribution  

Key Results

Code & Datasets

• We open-source Reddit-Amazon dataset for VACR benchmark

Reddit-Amazon Dataset

[Seeker]: I need help to find a similar jacket.
I got a red/burgundy jacket from Shopko a year or 2 before they closed.
The fabric was more like a hoodie but had button chest pockets on the shoulders.
The inner fabric was a super soft and warm fleece. It was the perfect jacket for fall or spring.
I'm looking for a hoodie-like military-style jacket with chest pockets.

Something like a Marmot Ridgefield Sherpa hoodie?: [Recommender]

[Seeker]: That is pretty close. I can't tell if it has a zipper front though, which I'd prefer.

Levi's Men's Soft Shell Two Pocket Sherpa Lined Hooded Trucker Jacket: [Recommender]

Conversation for Recommendation Item Details

[Title]: Levi's Men's Soft Shell Two Pocket Sherpa
Lined Hooded Trucker Jacket
[Images]:

[Additional information]: description, features, ...

Recommended item is linked
to the details (e.g., images)

Seeker has a complex visual preference

• We propose LaViC (Large Vision-Language Conversational Recommendation Framework)

Proposed Framework: LaViC

Ø Visual knowledge self-distillation
ü Compress thousands of tokens of each image into 5 [CLS] 

tokens using self-distillation

Ø Recommendation fine-
tuning

ü Feed {ID, Title, [CLS]₁…₅} 
along with the dialogue to a 
Large Vision-Language 
Model (e.g., LLaVA) and 
update via LoRA.Vision
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Given an Amazon product's title and
its image, please describe this product
based on the image.
Title: Minnetonka Men's ... Large

Language
Model

Prompt

Image

It features a classic
moccasin design
with a soft, brown
cowhide leather
exterior. The shoe
has a traditional
moccasin toe with
visible stitching
around the front and
sides ...

Generated Description

Generation
Hundreds/thousands of embeddings are used for an image
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Model
Vision
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Given an Amazon product's title and
its image, please describe this product
based on the image.
Title: Minnetonka Men's ...

Prompt

Image

Distillation
Only [CLS]-positioned embedding is used for an image

LoRA LoRA

Vision
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Large Language Model LoRA

Given a conversation between a
seeker and a recommender, and
candidate products with their IDs,
titles, and images, recommend the
most relevant product to the seeker.
Conversation:
{conversation}

Prompt + Conversation Candidate 1

ID: {Item ID}
Title: {Item Title}

Other
Candidates

{Ground-truth Item ID}

7B

150-200B

7B

• (a) LaViC captures subtle visual attributes 
(color, design) not evident in the item title

• (b) LaViC captures additional details such 
as extra straps or shape using 
compressed image tokens

Case Study
[Seeker]: I just landed an internship. It’s business
casual, and I already have OCBDs and chinos, but
what shoes should I buy? I only have sneakers, and
I’m not really looking to spend a couple hundred
dollars for a two-month internship.

G.H. Bass & Co. Men's
Burlington Oxford

LLaVA-v1.6
(w/ title)

Dockers Men’s Gordon
Leather Oxford Dress Shoe

LLaVA-v1.6
(w/ title & image)

G.H. Bass & Co. Men's
Buckingham Oxford

LaViC (ours)

[Seeker]: Skates backpack that doesn’t pull the
center of gravity too far back? My fiancee wants: 1)
two separate shoulder straps, 2) capacity to fit both
gear and skates, 3) minimal backward pull on center
of gravity, and 4) a cross-chest strap.

Gutezeiten
Kick Scooter

Shoulder Strap

LLaVA-v1.6
(w/ title)

Mares Cruise
Backpack
Pro Bag -

Black White

LLaVA-v1.6
(w/ title & image)

Atom Skates
Back Pack -

Sport Backpack
LaViC (ours)

(a) Same brand but different style (b) Specific requirements


