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—Introduction

» Conversational Recommender Systems

resolve reliably.

personalized items through interactive, multi-turn dialogue
« Real user requests frequently include visual requirements (e.g.,
need a backpack with red straps”), which text-only CRS cannot

(CRS) deliver » We define Visually-Aware Conversational Recommendation
(VACR): given the dialogue history and a catalog of candidate
items, each with a title and images, select the single item that best
satisfies the user’s current request.

—Key Challenges

surfaces two practical hurdles:

are still rare

» Adapting a large vision-language model to VACR

» Data scarcity for visual dialogues - Natural
conversations that explicitly reference item images

» Context-length pressure - With a large VLM, each
image expands to thousands of tokens; evaluating

—Reddit-Amazon Dataset

» We open-source Reddit-Amazon dataset for VACR benchmark

Conversation for Recommendation Item Details

/ ISeeker]: I need help to find a similar jacket.

1 got a red /burgundy jacket from Shopko a year or 2 before they closed. T A e gt
The fabric was more like a hoodie but had button chest pockets on the shoulders. nec Hooded Trucker Jacke
The inner fabric was a super soft and warm fleece. It was the perfect jacket for fall or spring.
I'm looking for a hoodie-like military-style jacket with chest pockets.

>
Something like a Marmot Ridgefield Sherpa hoodie?: [Recommender]
[Seeker]: That is pretty close. I can't tell f it has a zipper front though, which Id prefer. Y

[Title]: Levi's Men's Soft Shell Two Pocket Sherpa

[magesl:

ma ny ca nd idate items in one Shot can ove rﬂ ow the “\\ Levi's Men's Soft Shell Two Pocket Sherpa Lined Hooded Trucker Jacket: [ ll ion]: description, features, ..
predefined token window (e.g., 4k for LLaVA v1.6) Secker has acomplex visualpreference - TT=smmooocnemnt i f.ff;?;" Ef;???;.;fﬁ".;’,f;’;’;f"

—Proposed Framework: LaViC

» We propose LaViC (Large Vision-Language Conversational Recommendation Framework)

» Visual knowledge self-distillation

tokens using self-distillation

Generated Description

Given an Amazon products title and It features a classic | [
prompt |1 image, lease describ tis product i
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Hundreds/thousands of embeddings are used for an image
t

Only [CLS}-positioned embedding is used for an image

(Given an Amazon product’ title and
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—Key Results
* Datasets (Reddit-Amazon)

Dataset #Conv. #Turns #Items #Images
Beauty 7,672 22,966 5,433 28,082
Fashion 8,039 21,831 6,716 31,162
Home 3,701 6,675 3,077 18,505

« Evaluation
» Hit ratio (HR@1) for accuracy
» Validation (VR) to detect hallucinations

» Comparison w/ open-source methods

Method | Beauty Fashion Home

|HR@1 VR |HR@1 VR |HR@1 VR
Retrieval Baselines (item title)

BM25 00169 - | 00140 - | 0.0479

SBERT 0.0551 - 0.0681 - 0.2166

RoBERTajge | 0.0640 - | 00631 - | 01814

S)mCSE];,,gc 0.0326 - 0.0301 - 0.0957

BLalRyyse 0.0371 - 0.0441 - 0.1335
Generative Baselines (item title) + SBERT

Vicuna-v1.5 0.0533  0.9870 | 0.0481 0.9903 | 0.1184 1.0000

LLaVA-v15 0.0476 09896 | 0.0441 0.9855 | 0.0932 10000

LLaVA-v1.6 0.0770  0.9870 | 0.0827 0.9867 | 0.2030 0.9919

7B Generative Baselines (item title and image) + SBERT
LLaVA-v1.5 0.0000  0.0000 | 0.0000 0.0000 | 0.0000 0.0000
LLaVA-v1.6 00584 09741 | 0.0459 0.9843 | 0.1089 09919
Proposed Method (item title and image) + SBERT
LaViC (ours) 0.1187 09702 | 0.1232 0.9298 | 0.3197

Improvement | +54.2% +49.0% +47.6%

0.9892

» Comparison w/ proprietary methods

Method | Beauty Fashion Home

| HR@1 VR |HR@1 VR |HR@1 VR
Generative Baselines (item title) + SBERT
GPT-3.5-turbo | 0.0968 0.9935 | 0.0977 0.9903 | 0.2343  1.0000
GPT-do-mini | 0.1213 10000 | 01160 09927 | 03258 09973
1 50 ZOOB GPT-40 0.1271  0.9987 | 0.1278 0.9976 | 0.3350  1.0000

Generative Baselines (item title and image) + SBERT
GPT-4o-mini | 0.1081 09974 | 0.1098 0.9927 | 0.2861 09946
GPT-40 01160 09974 | 01231 09939 | 03308 0.9973
Proposed Method (item title and image) + SBERT
7B «— Lavic (ours) | 01187 09702 | 01232 09298 | 03197 09892

+ Ablation study

Method | Beauty Fashion Home

|HR@1 VR |HR@1 VR |HR@1 VR
0.0256 0.9456
0.0972 0.9767
0.0842 0.9793

LaViC (ours) | 0.1187 0.9702] 0.1232 0.9298] 0.3197 0.9892

oom. oom.
01022 0.9358| 0.2044 0.9946
0.1084 0.9649 | 0.2861 0.9973

Entire tokens (5 X 577)
w/o images
w/o self-distillation

—Case Study

* (a) LaViC captures subtle visual attributes
(color, design) not evident in the item title

* (b) LaViC captures additional details such
as extra straps or shape using
compressed image tokens

[Seeker]: I just landed an internship. It's business
lcasual, and I already have OCBDs and chinos, but
|what shoes should I buy? I only have sneak

'm not really looking to spend a couple hundred

lger and ekates, 3) mirimal backward pull o

|dollars for a two-month internship. lof gravity, and 4) a cross-chest strap.

[Seeker]: Skates backpack that doesn't pull the
cente o graviy too far bm« My fiancee wants: 1)
. 2) capacity to fit both

n center|

X[ G.H. Bass & Co. Men's X
Burlington Oxford avasts Guerien
it Kick Scooter
O/ title) Shoulder Strap

LLaVA-v1.6
(w/ title)

X
0xf e

LLaVA-~vL6
(w/ title & image)

Atom Skates
LaViC (ours) Back Pack -
Sport Backpack

LaViC (ours)

(a) Same brand but different style (b) Specific requirements

X
Mares Cruise
LLaVA-vL6 Backpack
(w/title & image) | ProBag -
‘Black White

— Contribution

« LaViC - first unified pipeline that adapts a
Large Vision-Language Model to
conversational recommendation

+ Token-efficient visual distillation breaks
the context-length barrier

* We release Reddit-Amazon visually-aware
CRS benchmark to the community

* Achieves state-of-the-art accuracy with
commodity-scale (7B) parameters




